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Problem 1. Let A be a matrix satisfying rref(A4) = and rref(AT) =
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(10 pts) (a) Fill in every missing label in the picture of the four fundamental subspaces of A below, including the dimension
of each fundamental subspace.

(3 pts) (b) Which of the following is the most accurate geometric description of the left null space of A?

 aplanein RS (O aplanein R® (O alinein R® (O alinein R5 (O a point with six coordinates

(3 pts) (¢) The projection matrix onto the row space of A has trace 4 .

(3 pts) (d) Every vector in Null(A) is guaranteed to be orthogonal to only one of the following vectors. Select this vector.

V1 0040 OB 3330 O4 -23 40" O -3 4 2 0]

(5 pts) (e) Select all of the following vectors belonging to the row space of A (1.25pts each).

Vo1 100" Oooo0o1" Ofoooo0" [t 1140

Solution. This is a question of whether or not each vector is orthogonal to Null(A), which is reasonable to
determine by hand because dim Null(A) = 1. In the system Az = O, the free variable is 24 = ¢; and the general
solution is

T —4 C1 —4
X9 3 C1 3
3| = -3 Cl1| = -3
Ty C1 1
Is 0 0

Our basis vector of Null(A) is [—4 3 =3 1 0] T. The correct options are the ones orthogonal to this vector.



(5 pts) Problem 2. Suppose that v € £4(5) where A is n x n and let M = 2A4% — A+ I,,. Show that v € &y ()\) and

correctly fill in the blank: \ = .
46

Solution. We are told that v € £4(5), which means that Av =5 -v. We wish to find the value of A that validates
the equation Mwv = X - v. To do so, note that

Mv = (2A% - A+ 1,)v
=2AAv —Av+v
=2A5G-v)—-5-v+w
=(2-5)-Av—5-v+wv
=2-5-5-v—-5-v+v
=50-v—-5-v+v
=46-v

This demonstrates that v € £,(46).

31 =29 -19 -4
35 —33 —-23 -5
—20 20 15 3
52 =52 =33 -5

(6 pts) Problem 3. The only eigenvalue of A = is A = 2 and gm4(2) = 1. Use this information

to find a basis of £4(2).

Solution. By definition, £4(2) = Null(2 - I, — A). We are told that gm4(2) = 1, so we expect only one column
relation in 2 - Iy — A. Indeed, we find

2.I,—A
—-29 29 19 4
-35 35 23 5
rref =

20 =20 —-13 -3
—52 52 33 7
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We row-reduced 2 - I — A by noticing that the second column is the negation of the first. There are no other column
relations because gm 4(2) = 1. The space £4(2) has a single basis vector found by producing the general solution to
(21, — A)x = O, which gives

£4(2) = Span

OO ==



(6 pts) Problem 4. If possible, construct a matrix A with [1 -3 2] T in the row space of A and [3 2 Q]T in the null
space of A.

Solution. This is asking for [I -3 2}T € Col(AT) and [3 2 Q}T € Null(A4). This is impossible because the
inner product of these two vectors is

(1 =3 2]",3 2 2]T)=1#0

The vectors are not orthogonal. The existence of such a matrix A would violate the fact that Col(AT) L Null(A).

E A R
2 -1 2 -1 =-3||-1 0O 2 1 1 -5 1 0 -2 0 0 -1
1 0 2 -3 1{|-6 -3 3 7 5 =27 0 1 3 0 0 -1
(6 pts) Problem 5. Consider 1 0 3 —4 0| -5 0 10 4 5 =221 =10 O 0 1 0 —-3|. Calcu-
1 -1 0 2 3| |4 0O 8 3 4 -17 0 0 00 1 -3
-1 0 1 -1 0] -1 1 5 0 1 =3 0 0 0 0 O 0
late the projection of v =[-3 3 3 -3 B]T onto the left null space of A.

Solution. There is one row of zeros at the bottom of R, so the left null space of A is one-dimensional. We learned
in class that the last row of E (vy = [-1 0 1 -1 O}T) is a basis vector of Null(A) in this case. Appealing to
the one-dimensional projection formula then gives our desired projection as

-1 -3 -3
1 0 3 0
T,y — _
——— VIV {V = — 1{/-1 0 1 -1 0 3| = 3
=3 1 N Rl

0 3 0



Problem 6. Let A be a matrix with independent columns satisfying Col(A) = Null(N) where N =

(6pts) (a) Ais_ 5 x_ 3  withrank(A)=__3 . Clearly explain your reasoning below.

Solution. The most straightforward way to do this is to start with the picture of the four fundamental subspaces
of N, noting that N is in reduced row echelon form.

RE)LRQ
. (J

The picture for A must then be

The right side of the picture is inherited from the left side of the picture of N. Since A has independent columns,
we then fill in the left side of the picture by accounting for the fact that A must be full column rank.

(4pts) (b)) Letb=[0 4 2 0 —1]". Is the system Az = b consistent? Clearly explain why or why not.

Solution. This is the same as asking if b € Col(A). Since Col(A) = Null(N), we can quickly resolve the issue
by calculating Nb.

b
0
N
10 1 22} ;‘H
010—340 0
-1

Here we find that Nb = O, so b € Null(N) = Col(A). This means that Az = b is, in fact, consistent.



Problem 7. Consider the matrix A and the vector b given by

1 4 —4 1
1 0 -2 -3
A=19 1 1 b=1 4
2 1 0 -1

The solution Z to the least squares problem associated to Ax = b is T = [0 1 1] T
(4 pts) (a) Calculate the error E in using the least squares technique to approximate a solution to Az = b.

Solution. This is

L4 4] 8 1 0 1
-3 1 0 -2 -3 -2 -1
E=l 2l |2 -1 1 1 =02l o]l T 2l T
-1 2 1 0 -1 1 -2
(5 pts) (b) Find the projection of b onto Null(AT).
Solution. The projection of b onto Col(A) is
A o~
1 4 —4 6 0
1o 2| ] _[-2
2 -1 1 1 o 0
2 1 0 1

The orthogonality of Col(A) and Null(AT) then tells us that the projection of b onto Null(AT) is

b
1 0 1
-3 ) -1
2l 7| ol T | 2

-1 1 -2



(6 pts) Problem 8. Suppose that Q; and @2 have orthonormal columns. Show that @ = @Q1Q2 also has orthonormal
columns.

Solution. We need only check QTQ = I, which follows from

QTR = (Q1Q2)T(Q1Q2) = QIQTQ1Q2 = QIIQ2 = QIQ2 =T

(6 pts) Problem 9. Suppose that an n x n matrix P is symmetric and idempotent and let v € R™. Show that the vectors
Pv and (I — P)v are orthogonal.

Solution. We are told that P is symmetric and idempotent, which means that PT = P and P? = P. We wish to
demonstrate that Pv and (I — P)wv are orthogonal. To do so, note that

(Pv, (I, — P)v) = (v, PT(I,, — P)v)
(v, P(I,, — P)v)

(v, (P — P*)v)

(v, (P = P)v)

(v, 0,v)

0



Problem 10. Let A be the incidence matrix of a directed graph G such that A = QR where

1 0 0
18_}8 1010 -1 0 -1 -1
Q:ﬁooil R=v2(0 1.0 0 00 0 0
L0 o 0001 01 0 0

0 0 1

Do not ignore the factor 1/v2 used to define Q and the factor /2 used to define R!

(6 pts) (a) x(G)=_=2  ho(G)=_3 ,and y(G)=__5
Solution. The A = QR factorization tells us that A is 6 x 8, which is why x(G) = 6 — 8 = —2. The number of

columuns of @ is the rank of A, which means that rank(A) = 3. It follows that ho(G) = nullity(AT) =6—-3 =3
and hy(G) = nullity(4) =8 -3 =5.

(6 pts) (b) Isit possible to set weights on the arrows of G so that the net flow through the nodes of G is given by the vector
b=1[2 -2 0 0 0 0]"? Clearly explain why or why not.

Solution. This is the same thing as asking whether or not there is a weight vector w satisfying Aw = b, which
is the same question of whether or not b € Col(A).

Given our A = QR factorization, the quickest way to sort out this issue is to see if b is stable upon projection
to Col(A). Recall that Peoiay = QQT, so or question is resolved with the calculation

Q b
1 0 0 2 1 0 0 1
- QT - - -
0 -1 0 Lo & o L a2 0 -1 0|, 1
SR O S ] O U e I ) 8 BN S I B
2l 00 1|4 ~ of 2| 0 o0 -1 1o
-1 0 0 S B B 10 o |4
0 o0 1 0 0 0 1 0

Here, we find QQTb # b, so b ¢ Col(A). This means that is is not possible to set weights on the arrows of G so
that the net flow is given by this vector b.



0 -1 2
2 4 -8
(10 ptsProblem 11. Calculate A=QR for A= -1 -1  2].
-2 0 0
0 0 3

Solution. We begin by applying the Gram-Schmidt procedure to the columns of A.
01:[0 2 -1 =2 O]T ’02:[—1 4 -1 0 O}T 03:[2 -8 2 0 3}T

Of course w; = v = [0 2 -1 =2 O}T is the simplest. Next, ws is

-1 0 -1
4 2 2
o . - <’w1,’02> - 1 9 1l =
wl—vg—prOle(Ug>—U2—mw1— =517t = 0
’ 0 -2 2
0 0 0
Then w3 is
2 0 -1
-8 2 2
W — s — DIOL . (1) — DrOL . (0e) — g — JWL3) o (wayvg) ) 18 T —18
3 = V3 — Pr0jy,, (V3) — Projy,, (vs) = v3 wq Wz =
(w1, wr) (w2, wo) 0 9 | _9 9 9
3 0 0
Normalizing w1, w2, w3 gives q;, gy, g3 as
0 -1 0
1 _ 1 1
ql_\/g 5 q2_\/§ 5 q3_\/§ 0
0 0 3
Our desired @ is then
0 -1 0
1 2 2 0
Q==|-1 0 0
312 2 0
0 0 3
Our desired R is
A
o 0 -1 2
102—1—2024—8 199—18 3 3 —6
R=-|-1 2 0 2 0||-1 -1 2 =={0 9 —-18! =10 3 -6
3100 0o o 3[|-2 o of 3loo 9 Joo 3
0 0 3

w o o oo



